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Abstract- Health care has millions of centric data to discover 

the essential data is more important. In data mining the 

discovery of hidden information can be more innovative and 

useful for much necessity constraint in the field of forecasting, 

patient’s behavior, executive information system, e-governance 

the data mining tools and technique play a vital role.  In 

Parkinson health care domain the hidden concept predicts the 

possibility of likelihood of the disease and also ensures the 

important feature attribute.  The explicit patterns are converted 

to implicit by applying various algorithms i.e., association, 

clustering, classification to arrive at the full potential of the 

medical data. In this research work Parkinson dataset have 

been used with different classifiers to estimate the accuracy, 

sensitivity, specificity, kappa and roc characteristics. The 

proposed weighted empirical optimization algorithm is 

compared with other classifiers to be efficient in terms of 

accuracy and other related measures. The proposed model 

exhibited utmost accuracy of 87.17% with a robust kappa 

statistics measurement and roc degree indicated the strong 

stability of the model when compared to other classifiers.  The 

total penalty cost generated by the proposed model is less when 

compared with the penalty cost of other classifiers in addition 

to accuracy and other performance measures. 

 

Keywords: Optimization, Parkinson, Classification, 

Discretization, accuracy, Kappa, Lazy Classifiers. 

 

I. INTRODUCTION 
 . 

Parkinsons Disease Dataset :Parkinson's disease is the mutual 

form of Parkinsonism meaning parkinsonism with no external 

recognizable cause. Generally classified as a nervous disorder, 

PD also gives upswing to several non-motor types of 

indications such as sensory scarcities, cognitive difficulties, 

and sleep problems.  The following Table 1 is taken from UCI 

repository for related work and the attributes are described the 

Table.  

 

Number of Instances    :  195 

Attribute Characteristics   :  Real/Integer 

Number of Attributes    :  23 

Missing Values     : Nil 

Class1 (Parkinson Disease)  : 147 

Class2 (without Parkinsons)  : 48 

 

 

Table 1: UCI Attributes 

 

 

Patient 

Details 

Field Name Description 

Name Name 
ASCII subject name and 

recording number 

Vocal 

Frequency 

MDVP: 

Fo(Hz) 

Average vocal fundamental 

frequency 

MDVP: 

Fhi(Hz) 

Maximum vocal 

fundamental frequency 

MDVP: 

Flo(Hz) 

Minimum vocal 

fundamental frequency 

Fundamental 

Frequency 

MDVP: 

Jitter(%), 

Several measures of 

variation 

MDVP: 

Jiter(Abs) 

MDVP: 

RAP 

MDVP: 

PPQ 

Jitter: DDP 

Amplitude 

MDVP: 

Shimmer 

Several measures of 

variation 

MDVP: 

Shimmer(d

B) 

Shimmer: 

APQ3 

Shimmer: 

APQ5 

MDVP: 

APQ 

Shimmer: 

DDA 

Ratio of noise 
NHR Two measures of tonal 

components in the voice HNR 

Class Status 

Health status of the subject 

(Healthy-C0 / Parkinson's - 

C1) 

Complexity 
RPDE Two nonlinear dynamical 

measures D2 

Signal DFA 
Signal fractal scaling 

exponent 

Nonlinear 

Measures 

spread1 
Three fundamental 

frequency variation 
spread2 

PPE 
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II. PROPOSED WORK 
 

The proposed research work focuses on the dataset to analyse 

the performance measure of the Weighted Emphirical 

Optimization classifier with various classifiers such as 

Bayesnet, NaiveBayes, zeroR, oneR .  Parkinson dataset is 

normalized, discretized for improvement handling of the data 

to the various classifiers.  The data flow diagram Fig 1 

indicates the flow of the research work.The performance 

measure such as accuracy, sensitivity, specificity, precision, 

kappa and roc are calculated using confusion matrix.  The data 

flow diagram Fig 1 indicates the flow of the research work. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1: Architecture 

 

A. Preprocessing 

Data is prepared for effective processing using preprocessing 

techniques such as normalization, discretization, outlier 

removal etc.  Removing noise and organizing the data for 

efficient access to the other context is generally done as the 

first stage. Preprocessing is required when the dataset consists 

of meaningless data that is incomplete (missing), noisy 

(outliers) and variance data. Divya Tomar and Sonali 

Agarwal 
22 

considered various   methods such as filter, 

imputation and embedded techniques to switch missing 

features problem. I n  Filter technique discard or remove 

missing features from the dataset while assertion based 

method and replace the missing features by suitable 

value. Imbalanced dataset are tackled either by sampling or 

algorithm alteration method.  The preprocessing includes 

four steps data cleaning, data integration, data transformation, 

data reduction. In this research the Parkinson dataset is 

preprocessed with weka using the filter option either 

supervised unsupervised.  

 

B. Normalization 

YogendraKumar Jain and Santhosh Kumar Bhandare23  

suggested a matrix of dimension q x p, which is the 

original dataset. The rows of the  ma t r i x  deno t e  objects 

and the column of the matrix denote features. The original 

data matrix o f  s i z e  q x p, must be first converted by min 

max normalization technique to be  reformed  matrix  M  

whose  size has the same size q x p as the unique data matrix. 

The min max normalization technique makes the original data 

matrix M into the detailed range between 0.0 and 1.0. After 

applying the min max technique on the original  data  

elements has been  disconcerted into the small detailed range  

between  0.0  and  1.0,  min  max  normalization technique is 

topped on each element of the unique data matrix M into a 

detailed range such as [0.0,1.0]. The data has to be normalised 

when seeking for relations.  

 

Min-Max Normalization - This is a simple normalization 

technique in which we fit the data, in a pre-defined boundary, 

or to be more specific, a pre-defined interval [C, D]. Formula 

 

 
  C+CD

AA

AA
=B 













 of Min value of Max value

 of  valueMini
   

                                                   ------(1)
 

C. Discretization 

Discretization is the process of conversion of numeric data into 

nominal data by changing numeric values into distinct sets, in 

which length is fixed.   Jiawei Han, Micheline Kamber, Jian 

Pei 
17

 indicate automation generation and encoding techniques 

in concept  hierarchy can be done using discretization the 

binning is used as a top down technique for data smoothing 

.The data which are discontinuous is applied with equal 

frequency binning  or equal width and replacing each bin with 

bin mean or median .  The discretization comes under 

unsupervised technique and it is used for class target attribute 

in easier way. In weka, the discretization is through equal 

width binning, where binning divides the scope of 

p o s s i b l e  values into N subscopes (bins) of the same 

width: 

 

Nmin value)  - (max value Width          ----- (2) 

 

D. Classification 

Classification is a problem where the relations among the 

attributes or features and the class variable is learnt to test for 

new data i.e. unlabeled test instance. Suganya
18 

evaluated the  

association with various analyzation with many fields and 

especially clinical data is most appropriate. With different 

variation in the features the model is constructed as training 

phase and when unlabeled test is tried the model with 

classification predicts accurately.  Even in such belongings, a 

pre-processing phase like nearest neighbor table construction 

may be accomplished in order to ensure efficacy during the 

testing stage. The output of a classification algorithm may be 

presented for a test instance in one of two ways: 

 

Discrete Label: In this case, a label is returned for the test 

instance. 

 

Numerical Score: In this case, a numerical score is returned 

for each class label and test in- stance combination. Note that 

the numerical score can be converted to a discrete label for a 

test instance, by picking the class with the highest score for that 

test instance. The advantage of a numerical score is that it 

now becomes possible to compare the relative propensity of 

different test instances to belong to a particular class of 

importance, and rank them if needed.  Such methods are used 

often in rare class detection problems, where the original class 

distribution is highly imbalanced, and the discovery of some 

Dataset 

Normalization 

Discretization 

Proposed Methodology 
Weighted Empirical Optimization  

Comparative study of the performance with 
other Classifiers 

Output classification Performance 
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classes is more valuable than others. When there is no prior 

knowledge about the class target category the problem is 

clustering and in supervised learning i.e. the classification is 

clearly known and it result in some area of interest. With 

classification the splitting up is done on the basis of training 

data set and it encodes the knowledge it has learnt in groups to 

predict the class target category. 

 

III. WEIGHTED EMPHIRICAL OPTIMIZATION 

ALGORITHM 

The best optimized data is achieved through various fitness 

value and the error matrix or confusion matrix is generated 

.This result  is compared with the various performance 

measures of various classifiers. 

 

Step 1. To accumulate 
n

xf
1

)( no of  various frequency 

data. 

Step 2. Evaluate the data with weightage constrains 

[Decide on which constraint is needed and evaluate 

it from the rest of it]  

Step 3. To arrive at the optimized data regarding the value 

of fitness for each weightage constraints. (i.e : 

 xf  ) 

Step 4. To remember the best optimized data through its 

fitness value and store it in the given  xWEO . 

Step 5. Repeat the Step 3 and 4 again, until the data 

regarding the  nf is complete. 

Step 6. Exchange the data of weightage in the given 

 xWEO  to determine the optimal decision 

making. 

 

A. Lazy Classifier 

Lazy classifiers works on classification time which find the 

training instance closest in Eucidean distance to the given test 

data and it predicts the outcome of the classifier.  If more than 

one are predicted closely than the first data is taken for more 

appropriation. The
23 

performance of various lazy classifiers 

with Bayesian classifier has been performed with experimental 

result analyzing the efficacy of lazy classifiers. 

 

B. IBK Classifier 

IBK is a k nearest neighbor classifier where different search 

algorithms like linear search, KD trees, ball tress, cover trees 

are used for the finding the nearest neighbors. Euclidean 

distance is the function used as a parameter function. The other 

measures are chebyshev, manhattan and minkowski distances. 

When k=1 the leave one out cross validation for classification 

is performed. 

 

C. KStar 

This method is a generalized distance function based on 

transformations  

 

1) Transform the instance or attributes through sequence 

of predefined elemenatary operations  

2) Find the probability and randomly choose the attribute 

3) The k nearest neighbor rule is applied which decides 

either in or out of the deciding class. 

4) Nominal and numeric values can be transformed in 

similar manner by defining different transformation 

sets. 

 

D. LBR Classifier 

Lazy Bayesian Rule belonging to Bayesian classifier that 

process in classification time. The attributes are selected based 

on independence assumptions. The attributes are discretized 

before training of the classifier.  

 

IV. EXPERIMENTAL RESULTS 
 

The confusion matrix is tabulated for every classifier with 

actual and predicted class which is denoted for binary 

classification. Either supervised or unsupervised the table 

generalizes the True Positive (TP), False Positive (FP), False 

Negative(FN) and True Negative(TN) for various calculation 

of performance for the classifiers. 

 

Table 2: Confusion Matrix 

 

 Predicted Class 
A

ct
u

a
l 

C
la

ss
 

 Yes No 

Yes True 

Positive(TP) 

False 

Positive(FP) 

No False 

Negative(FN) 

True 

Negative(TN) 

 

From Table 2 the various performance measures are listed with 

formula. 

Accuracy :  Overall Effectiveness of a classifer 

                                                          

FNFPTNTP

TN  TP
  TP




      -------- (3) 

 

Precision : Class agreement of the data labels with the 

positive labels given by the classifier 

FPTP

TP
  TP


        -------- (4) 

 

Recall (Sensitivity): Effectiveness of a classifier to identify 

positive labels 

FNTP

 TP
  TPR


        -------- (5) 

 

Specificity : Effectiveness of a classifier to identify 

negative labels 

FPTN

 TN
 y  Specificit


      -------- (6) 

 

FMeasure  : Harmonic mean of precision and recall 

recall) (precision

recall) * (precision * 2
  Fmeasure


 -------- (7) 

 

Kappa  :  

racy)RandomAccu(1

Accuracy  Random -Accuracy  Total
  Kappa


  -- (8) 
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Type I Error: Inappropriate Elimination of true null 

hypothesis i.e., False Positive Error is Type I 

Error. Type I error is finding an effect that is 

present. 
 

Type II Error: The failure to reject a false null hypothesis 

False Negative Error. Failing to detect an effect 

that is present. 
 

Using Weka software the Parkinsons dataset is preprocessed 

and  the following Table 3 is generated by means of various 

classifiers.  The proposed model Weighted Emphirical 

Optimisation is carried out with Java Software and its 

confusion matrix is also summarized. 
 

Table 3: Confusion Matrix for various lazy classifiers 

 

Algorithm Confusion Matrix 

 

IBK 

 C0 C1 Sum 

C0 133 14 147 

C1 8 40 48 

KStar 

 C0 C1 Sum 

C0 133 14 147 

C1 8 40 48 

LBR 

 C0 C1 Sum 

C0 139 8 147 

C1 20 28 48 

 

WEO 

 C0 C1 Sum 

C0 132 15 147 

C1 8 40 48 

C0 – Indicates Parkinson Disease  

C1- Healthy without Parkinson 

 

Table 4: Comparative Study of various classifiers with their 

performance measures 

 

Performance Measure IBK Kstar LBR WEO 

Accuracy (%) 88.71 88.71 85.64 89.17 

Sensitivity 0.88 0.88 0.85 0.88 

Specificity 0.67 0.69 0.65 0.76 

Precision 0.89 0.89 0.85 0.87 

Kappa 0.70 0.70 0.57 0.67 

ROC 0.90 0.92 0.84 0.97 

FMeasure 0.88 0.89 0.64 0.87 

 

 
 

 
 

 
 

 
 

 
 

 
 

 
Figure 1:  Graph of various classifiers with their performance 

measures 
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From the above Table 4, the various classifiers are compared 

using confusion matrix and the accuracy of proposed model 

showed an accuracy of 89.17% which is relatively higher than 

the other classifiers. Kappa statistics of the proposed model 

was much better for imbalanced dataset and the other 

algorithms. The stability of the model is indicated by the roc 

curve with 0.97 measurements for the new proposed model 

shows a good sign with concern to other classifiers. The 

various measurements are depicted using Figure 1 graph. 

 

V. CONCLUSION 
 

The proposed model exhibited utmost accuracy of 89.17% with 

a robust kappa statistics measurement and roc degree indicated 

the strong stability of the model when compared to other 

classifiers.  In medical dataset for classification problem type II 

error is significant than type I error. Penalty cost for 

misclassifying an instance with respect to type I error is Rs. X 

and with respect to type II is Rs.(2*X) . The objective of the 

proposed work is to minimize False Negative than False 

Positive. In addition to accuracy the proposed method also 

considers measures like sensitivity, specificity, precision, 

kappa, roc and Fmeasure.  Since, the dataset is imbalanced 

where the class C0 represents the person with Parkinson 

disease and the class C1 represents the person who are healthy 

as(147,48) the scope of the future work is to remove noise and 

to handle the imbalanced dataset to use ensemble classifiers to 

improve the performance measures.  Among the algorithms 

Weighted Emphirical Optimisation algorithm performance is 

much better than other algorithms on accuracy, sensitivity, 

specificity, precision, kappa, roc and Fmeasure .  On the 

contrary lazy classifiers produced lesser percentage of 

misclassified instances than the other algorithms of which 

False Negative is lesser than False Positive and the model 

proposed in this work results in a lesser penalty cost than other 

classifiers which is important for clinical data. In this article 

the data is imbalanced which has to be balanced to carry out 

feature selection in future work and also to compare with more 

classifiers to exhibit the concert of the proposed model. 
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