
 
 

Devanshu, Kapil Page 38 

 

Title 

A study of Regression Testing and their techniques 

Devanshu Sharma, Kapil Sharma 

C.C.S University, India 

 

Abstract: 

Regression testing is an expensive, but important process. Unfortunately, there may be 

insufficient resources to allow for the re-execution of all test cases during regression testing.  

Regression testing is usually performed by running some, or all, of the test cases created to test 

modifications in previous versions of the software. Many techniques have been reported on how 

to select regression tests so that the number of test cases does not grow too large as the software 

evolves. 
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Introduction: 

 
It is one of the most critical activities of software development and maintenance. Whenever 

software is modified, a set of tests are run and the comparison of new outputs is done with the 

older ones to avoid unwanted changes. If new output and old output match it implies the 

modifications made in one part of the software didn’t affect the remaining software It is not 

appropriate to re-execute every test case for a program if changes occur [1].Regression testing 

must be conducted to confirm that recent program changes have not adversely affected existing 

features and new tests must be conducted to test new features. Testers might rerun all test cases 

generated at earlier stages to ensure that the program behaves as expected. However, as a 

program evolves the regression test set grows larger, old tests are rarely discarded, and the 

expense of regression testing grows. Repeating all previous test cases in regression testing after 

each minor software revision or patch is often impossible due to the pressure of time and budget 

Constraints. On the other hand, for software revalidation, arbitrarily omitting test cases used in 

regression testing is risky. In this paper, we investigate methods to select small subsets of 

effective fault-revealing regression test cases to revalidate software. 

Many techniques have been reported in the literature on how to select regression tests for 

program revalidation. The goal of some studies [1, 3, 13] is to select every test case on which the 

new and the old programs produce different outputs, but ignore the coverage of these tests in the 

modified program. In general, however, this is a difficult, sometimes undesirables, and problem 

Others [5, 8, 10, 15, 18,] place an emphasis on selecting existing test cases to cover modified 
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program components and those may be affected by the modifications, i.e., they use coverage 

information to guide test selection. They are not concerned with finding test cases on which the 

original and the modified programs differ. Consequently, these techniques may fail to select 

existing tests that expose faults in the modified program. They may also include test cases that 

do not distinguish the new program from the old for re-execution. In this paper we defined 

different techniques. 

 

Regression test selection 

 
The problems of regression test selection can be solved by prioritizing test cases. Regression test 

Prioritization techniques reorder the execution of a test suite in an attempt to ensure that defects 

are revealed earlier in the test execution phase [11]. 

 

Regression Test Selection Techniques 
 

A variety of regression test selection techniques have been described in the research literature. 

Rothermeland Harrold [ZO] describes several families of techniques; we consider three such 

families, along with two additional approaches often used in practice. We here describe these 

families and approaches, and give a representative example of each - we utilize these 

representative examples in our experimentation. 

 

Minimization Techniques  

 
These techniques attempt to select minimal sets of tests from T that yield coverage of modified 

or affected portions of P. One such technique requires that every program statement added to or 

modified for P‘ be executed (if possible) by at least one test in T. 

 

Safe Techniques  

 
These techniques select, under certain conditions, every test in T that can expose one or more 

faults in PI. One such technique selects every test in T that, when executed on P, exercised at 

least one statement that has been deleted from P, or at least one statement that is new in or 

modified for P‘. 

 

 

 

 

 



 
 

Devanshu, Kapil Page 40 

 

 Dataflow-Coverage-Based Techniques  

 
These techniques select tests that exercise data interactions that have been affected by 

modifications One such technique selects every test in T that, when executed on P, exercised at 

least one definition use pair that has been deleted from P’, or at least one definition-use pair that 

has been modified for P’. 

 
 

Ad Hoc / Random Techniques 

 
When time constraints prohibit the use of a retest-all approach, but no test selection tool is 

available, developer soften select tests based on “hunches”, or loose associations of tests with 

functionality. One simple technique randomly selects a predetermined number of tests from T. 

 

Retest-All Technique  
 

This technique reuses all existing tests. To test P’, the technique “selects” all tests in T. [17] 

 

Genetic Algorithm 

 
GA is a powerful search and optimization algorithm, which are based on the theory of natural 

evolution. In GA, each solution for the problem is called a chromosome and consists of a linear 

list of codes. The GA sets up a group of magi nary lives having a string of codes for a 

chromosome on the computer. The GA evolves the group of imaginary lives (referred to as 

population), and gets and almost optimum solution for the problem. The GA uses three basic 

operators to evolve the population: selection, crossover, and mutation. Genetic algorithm was 

developed by John Holland-University of Michigan (1970.s) to provide efficient techniques for 

optimization and machine learning applications through application of the principles of 

evolutionary biology to computer science. It uses a directed search algorithms based on the 

mechanics of biological evolution such as inheritance, mutation, natural selection, and 

recombination (or crossover). It is a heuristic method that uses the idea of .survival of the fittest. 

In the genetic algorithm, the problem to be solved is represented by a list of parameters which 

can be used to drive an evaluation procedure, called chromosomes or genomes. Chromosomes 

are typically represented as simple strings of data and instructions. In the first step of the 

algorithm, such chromosomes are generated randomly or heuristically to form an initial pool of 

possible solutions called first generation pool. In each generation, each organism (or individual) 

is valuated, and a value of goodness or fitness is returned by a fitness function. In the next step, a 

second generation pool of organisms is generated, by using any or all of the genetic operators: 
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selection, crossover (or recombination), and mutation. Pair of organisms is selected for to survive 

based on elements of the initial generation which have better fitness. In other words, the 

organisms that have relatively higher fitness than other organisms in the generation are selected 

to survive. Some of the well-defined organism selection methods are roulette wheel selection and 

tournament selection. After selection, the crossover (or recombination) operation is performed on 

the selected chromosomes, with some probability of crossover (Pc)-typically between 0.6 and 

1.0.Crossover results in two new child chromosomes, which are added to the second generation 

pool. The crossover operation is done by simply swapping a portion of the underlying data 

structure of the chromosomes of the parents. This process is repeated with different parent 

organisms until there are an appropriate number of candidate solutions in the second generation 

pool. In the mutation step, the new child organism’s chromosome is randomly mutated by 

randomly altering bits in the chromosome data structure. The aim of these is to produce a second 

generation pool of chromosomes that is both different from the initial generation and hence have 

better fitness, since only the best organisms from the first generation are selected for surviving. 

The same process is applied for the second, third, generations until an organism is produced 

which gives a solution that is "good enough". The algorithm starts with an initial set of random 

solutions called the population. Each individual in the population, known as chromosome, 

represents a particular solution of the problem. Each chromosome is assigned a fitness value 

depending on how good its solution to the problem is. After fitness allotment, the natural 

selection is executed and the ‘survival of the fittest chromosome’ can prepare to breed for the 

next generation. A new population is then generated by means of genetic operations: cross-over 

and mutation. This evolution process is iterated until a near-optimal solution is obtained or a 

given number of generations is reached. 

 

Fitness function: 

 
In order to identify the best individual during the evolutionary process, a function needs to assign 

a degree of fitness to each chromosome in every generation. So in order to determine whether the 

assumed region of the input image is a face or not, The fitness value of the possible face region is 

computed by means of similarity. 

 

Selection: 

 
Selection operator is a process in which chromosomes are selected into a mating pool according 

to their fitness function. Good chromosomes that contribute their gene-inherited knowledge to 

breed for the next generation are chosen. 
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Cross-over: 

 
This operator works on a pair of chromosomes and produces two offspring by combining the 

partial features of two chromosomes. Here we will have to learn single point cross-over, two 

point cross-over and uniform crossover operators. 

 

Mutation: 
This operator alters genes with a very low probability. The components of the genetic algorithm 

explained above can also be summarized as below [16]. 

Conclusion: 

Regression testing is the process of retesting the modified parts of the software and ensuring that 

no new errors have been introduced into previously tested code. In addition to validating added 

functionality, regression testing compares the behavior of a new version to the old version to 

check that no faults are introduced. When the outputs produced by two versions are different, it 

implies faults have been introduced into the system. Steps are then taken for the removal of these 

faults. 

Regression test selection techniques reduce the cost of regression testing by selecting an 

appropriate subset of the existing test suite based on information about the program, modified 

version and test suite. Test suite minimization technique lower costs by reducing a test suite to a 

minimal subset that maintains equivalent coverage of the original test suite with respect to a 

particular test adequacy criterion. 
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