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Abstract: Digital mammograms are the best method to detect the breast cancer in earlier stage using image processing methods. 

In this paper a new technology that enhances the variable hidden neural network for detecting the location of breast mass is 

proposed. First, the pre-processing methods are performed over digital mammogram image. Then the ROI is extracted from the 

pre-processed image. The Region Growing Segmentation is implemented to separate the part of the image that having the same 

pixel values from the mammogram. After that the features such as density, mass shape, mass margin, Abnormality Assessment 

rank, patient age, Subtlety value are extracted. The next process starts off with the creation of the neural networks by varying the 

number of neurons in the hidden layer. These are then trained, tested and ranked according to the classification of accuracy. To 

create an ensemble network, the Ten-Fold Cross validation which produces the classifiers, is used. The classifiers are then fused 

together to create the final ensemble network which reveals whether the image is malignant or benign. 
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INTRODUCTION: Breast cancer affects large number of women population. The breast cancer is mainly occurred in the inner 

lining of the lobules which supplies the milk and the milk ducts which carries the milk from the lobules to the nipples and they 

called as lobular carcinoma and ductal carcinoma respectively. There are many factors that cause breast cancer that are calcium 

deposition in the breast, radiation exposure, obesity, getting aged, genetic problems and consumption of alcohol. According to the 

survey taken by the National Cancer Institute, 232240 females and 2240 males affected by breast cancer yearly in USA. Among 

them 39620 were died. In Australia, one in nine women is diagnosed with the breast cancer in their lifetime [1]. The various 

methods such as examining the breast, breast ultrasound, breast MRI, biopsy, mammograms, 2D combined with 3D mammograms 

are used to detect the breast cancer. The mammogram is taking an X-ray by compressing the breast between the two plastic plates 

[2]. The mammogram gives the better visibility at the skin, greater image flexibility, shorter exam times and more confidence in 

the results. The image processing is a physical process that takes an image as the input and produces an image or the parameters 

related to the image as the output. Many computer vision and computational intelligence based techniques are developed in past 20 

years. It has a main disadvantage that a consistent and acceptable accuracy has not been achieved. Then Artificial Neural Networks 

(ANN) has been successful and demonstrated better than the other traditional methods [3]. The ANN is proposed as a simulation 

of the central nervous system of the human. The artificial neural networks are non-linear information processing device that are 

built from the interconnected neurons. The modern computers use an algorithmic approach to solve a specific problem but ANN 

process the information in a similar way that the human brain does. But it has low classification accuracy [4]. Recently, the 

ensemble techniques have been applied and shown that they have achieved higher accuracy than a single neural network. The 

ensemble technique is mainly based on the diverse base classifiers which produces better result. The performance of the ensemble 

technique is improved by the diversity. The diversity is introduced by varying the number of neurons in the hidden layer of the 

neural network [5]. The ensemble technique distinguishes the similar characteristics of benign and malignant breast masses. 
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RELATED WORKS 

 Gou et al [6] proposed technique called Partition Based Network which is a boosting technique for class imbalanced 

datasets. They train the ensemble to classes that convert the network training into balanced training problem. This technique 

achieved a classification accuracy of 96.50%. Liu et al [7] proposed a technique called random forest which is an ensemble 

technique that achieved a classification accuracy of 79%. Roselin et al [8] proposed a meta-heuristic ensemble classifier technique 

which uses the ant miner and ten-fold cross validation on MIAS dataset. This method achieved the classification accuracy of 83%. 

Meena et al [9] proposed a modular neural network technique that evaluates on the Wisconsin breast cancer dataset from UCI 

online repository. They achieved a classification accuracy of 96.87%. Huang et al [10] proposed clustering ensembles based on 

multi classifiers fusion. They achieved a classification accuracy of 89.50%. Kinnard et al [11] utilized the region growing with the 

analysis for segmentation contours and a multiple circular path convolution neural network for determining the cancer as malignant 

or benign. Costa et al [12] proposed a new coding technique that utilizes the tenfold cross validation and they achieved a 

classification accuracy of 90.07%. Other methods to obtain the diverse classifiers are the Bootstrapping and Adaboost methods. 

Melville and Mooney created a DECORATE mechanism to generate the diverse ensembles. Li et al [14] proposed a feature 

weighting framework to produce the diverse classifiers. Peter Mc Leod and Brijesh Verma proposed the Variable hidden neuron 

ensemble technique of classification and achieved classification accuracy of 98%. This method distinguishes between malignant 

and benign masses. It does not use any segmentation method to detect the location of the breast mass. 

OVERVIEW 

 This paper proposes a technique called Region Growing Segmentation for segmenting the breast mass from the digital 

mammogram and the variable hidden neuron ensemble technique for the mass classification. The pre-processing methods and the 

Region Growing Segmentation are applied to the digital mammogram. The Region of Interest and the features are extracted from 

the pre-processed image. The ensemble network is created by training the neural network with varying the number of neurons in 

the hidden layer, choosing the best performers, fusing all the results together and determining whether it is malignant or benign. 

The modules in the proposed technique are explained below. 

 PREPROCESSING METHODS 

Acquiring of digital mammograms 

 The digital mammograms were acquired from the database called Digital Database of Screening Mammography 

[DDSM]. The mammograms are available in the website: http://marathon.csee.usf.edu/Mammography/Database.html.  This 

database contains 2620 cases in 43 volumes. 

Image Reading 

The MATLAB environment represents the binary image as one dimensional array, grayscale image as two dimensional 

array and the color image [RGB] as three dimensional array (one 2-dimensional array for each of the color plane). The size of the 

image is represented by two factors such as height (number of rows of the array) and width (number of columns of the array). By 

pointing the z-axis to the front of the image, the x and y co-ordinates are chosen. A pixel is the single point in the image [15]. 

Image scaling 

Image scaling is the important process in image processing and image analysis [16]. Image scaling is the non-trivial 

process of resizing the digital image that involves smoothness and sharpness. The various scaling methods are nearest neighbor 

interpolation, bilinear interpolation and super sampling. 

Adaptive histogram equalization (AHE): 

It is a technique in computer image processing to improve contrast in images. It computes many histograms; each 

corresponds to a different part of the image, and then uses them to redistribute the lightness values of the image. The ordinary 

histogram equalization process uses only a single histogram for an entire image [15]. Adaptive histogram equalization is considered 

as an image enhancement technique to improve an image’s local contrast, and to bring out more details in the image. 

http://marathon.csee.usf.edu/Mammography/Database.html
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Figure 1. The ensemble network with region growing segmentation 

Removing noise: The noise in the image is normally due to the environment conditions, sensor quality and human interference. 

Deleting the small objects: It works with one main object and filter out all the remaining objects. This is done through deleting any 

object that has a size below the size of the largest object in the image (after sorting). Deleting an object essentially makes all of its 

pixels in the image matrix given a value of false. 

Region of Interest: The ROI are extracted based on information provided in the form of a chain code by radiologists. The DDSM 

[8] provides a chain code that allows for the segmentation and extraction of ROIs. This shows the process right from the initial 

mammogram through to final classification. The chain code allows for the anomaly to be extracted by locating the start coordinate 

and then working through the chain code in order to extract the anomaly and the surrounding boundary tissue. The chain code 

extraction starting point has been identified, and the boundary would be walked in order to complete the extraction. 

 

Feature Extraction 

 An anomaly cannot be mapped to diagnosis without utilizing the certain features. This research utilizes the same type of 

features that could be used as training tool for conceptual understanding.  
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Some of features are as follows [17,19] 

 Density 

 Mass shape 

 Abnormality Assessment rank 

 Patient age 

 Subtlety value 

 

Density The BI-RADS reporting system is used to measure the density of a mass anomaly. If masses of a density is 

equivalent to surrounding tissue are harder to identification 

Mass shape: For a diagnosis the shape of a mass is very important. Benign masses have distinct margins and more 

compact in nature. The malignant shapes are irregular with hard to define margins. 

Abnormality Assessment rank This is an assessment of how serious the anomaly is  on a one to five category rating 

where one indicates that it is not likely to be malignant and five is highly suggestive of malignancy. 

Patient age: The breast cancer frequency is increased with age. Some researchers note that more aggressive cancers 

occur in younger women where the cancer is harder to detect and diagnose. 

Subtlety value: This represents how difficult to find the lesion. 

 

 REGION GROWING SEGMENTATION 

Region is a group of connected pixels with the similar properties. The image is partitioned into regions by 

the use of gray values of the image pixels. The two general approaches for portioning the images are Region-based 

segmentation Boundary estimation using edge detection [18]. 

The basic formulation is, given a set of image pixels I and a homogeneity predicate P(.), find a partition S of 

the image I into a set of n regions Ri such that  

 

  

         P(Ri) = True   ,  for all i  

         i.e any region satisfies the homogeneity predicate 

Any two adjacent regions cannot be merged into a single region 

  

 

The main goal of segmentation is to partition an image into regions. Some segmentation methods such as thresholding 

achieve this goal by looking for the boundaries between regions based on discontinuities in gray levels or color properties. Region-

based segmentation is a technique for determining the region directly. Adaptive Thresholding:- Used in scenes with uneven 

illumination where same threshold value not usable throughout complete image. In such case, look at small regions in the image 

and obtain thresholds for individual sub-images. Final segmentation is the union of the regions of sub-images. Variable 

Thresholding: Approximates the intensity values by a simple function such as a plane or biquadrate. It is called background 

normalization. 


n

i

TrueRi
1



  FalseRjRiP 

http://en.wikipedia.org/wiki/Thresholding_(image_processing)
http://en.wikipedia.org/wiki/Gray_level
http://en.wikipedia.org/wiki/Color
http://en.wikipedia.org/w/index.php?title=Region-based_segmentation&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Region-based_segmentation&action=edit&redlink=1
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VARIABLE HIDDEN NEURON BASED ENSEMBLE TECHNIQUE 

 The ensemble technique is created by varying the internal architecture of neural network and input data. This concept 

produces diverse neural network classifiers and it is combined using hierarchical fusion. The neural network obtains the knowledge 

about the problem domain by training it on the population sample. The diversity will be created only if the knowledge about internal 

architecture and parameters of each neural network classifier are represented in different way by each classifier. The learning of 

different characteristics of masses in digital mammogram is allowed by the classifier associated with this diversity. Many 

techniques have been used by the researchers for manipulating the training dataset to introduce diversity into the ensemble. The 

investigation has not been fully completed to use different types of neural network with varied hidden neurons and input data in 

ensemble creation. The traversal of feature space is caused by varying the number of neurons which is different to result in different 

weight values. Because of this each neural network obtains different behavior. It results in introducing diversity into the resultant 

ensemble. Here the effect obtained on the creation of ensemble is found by varying the number of hidden neurons in the hidden 

layer of neural network at the same time tenfold cross validation is used. Two scientists named Partridge and Yates introduced 

diversity by using small number of neurons in the research. Here it is different because wide range of neurons and tenfold cross 

validation is used it introduces diversity into the ensemble. Another method hierarchical fusion is used and ensemble has been 

developed for mass classification. 

GENERATION OF ENSEMBLE NETWORK 

 The ensemble network is generated for the classification of masses in which different classifier with different neural 

network architecture and input data learn different characteristics. The neural network is created by varying the number of neurons 

in the hidden layer. The training process is done following this testing and ranking process is done according to classification 

accuracy. The performance has been improved in terms of accuracy and consistency by combining the different decision produced 

for the same input by the networks. The digital mammogram has different characteristics in some areas so because of this the 

ensemble can learn and generalize better than individual classifier. The ensemble network is created using neural network in which 

the numbers of hidden neurons in the neural networks were incremented this result in generation of constituent classifier. The 

majority vote algorithm is used to create the final ensemble network by combining the classifiers together. Here the hidden neurons 

were varied from 2 to N. The value of N is 150 in this study and the further investigation has to be carried out to find the suitable 

value of maximum neurons. The neural networks are trained using ten-fold cross validation. After completing the training process 

the best performing neural networks are selected. The final ensemble network is created by using the selected neural networks. 

EXPERIMENTAL RESULTS AND ANALYSIS 

 Many experiments have been conducted by using the dataset obtained from the DDSM benchmark database [17]. DDSM 

database contains 200 mass anomalies which are classified between malignant and benign cases. The ensemble technique and 

region growing segmentation has been implemented. For each individual classifier the experiments were conducted. The 

experiments were also conducted for ensemble classifier without ten-fold cross validation combined with another ensemble 

classifier called ADABOOST M1 [13] for comparison purpose. The individual classifiers have shown the classification accuracy 

of 83%for lowest value and 86% for highest value in the single layer back propagation neural network. The lowest and highest 

classification accuracy shown by ensemble technique was 93% and 98%. To detect the effect of ten-fold cross validation on the 

creation of ensemble the experimental results can also be obtained using the same dataset without ten-fold cross validation this 

involves the splitting of dataset into 50% training data and 50% test data. ADABOOST is one of the iterative mechanism in which 

each classification problem is associated with weighting. The classification problem having higher weighting will be harder to 

classify. Through the weighted vote of the constituent classifiers the final classification is constructed. The region growing 

segmentation is used along with the ensemble network to find the cancer affected area accurately. Comparing to other techniques 

like MLP, ensemble MLP, and ADABOOST M1 networks the proposed ensemble technique has shown higher accuracy of 98%. 

By reducing the variance in prediction errors the ensemble shows higher accuracy. The classification accuracy has been improved 

by varying the number of neurons in the hidden layer simultaneously ten-fold cross validation is used. The ANOVA analysis was 

conducted to prove the improvement of classification accuracy obtained between the neural network and ensemble technique. 
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CONCLUSION AND FUTURE WORK 

 In this paper new approach have been used for analyzing and classifying masses in digital mammograms. The ensemble 

technique uses variable hidden neurons hierarchical fusion and ten-fold cross validation and it is evaluated on a subset of DDSM 

benchmark database. The experimental result has shown classification accuracy of 98% over single neural networks where 

ADABOOST has obtained classification accuracy of 86% and 90%. Many comparative analyses have been conducted in which 

ensemble technique provides better results than the existing techniques for the purpose of classification of masses in digital 

mammograms. The region growing segmentation is used to find the accurate location affected by cancer.  

 The research shown in this paper has to be examined to understand the behavior of variable hidden neuron based ensemble 

technique for mass classification. The classification performance without the weighted diversity measures is used. For larger 

ensembles it explains the classification accuracy. The further investigation has to be done on the impact of number of neurons and 

number of individual network on accuracy. The future research will be done to find the highest suitable number. 
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